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PRACE ïA Partnership with a Vision

Å Provide world-class HPC systems for word-class science

Å Support Europe in attaining global leadership in public and private 

research and development 

Å Create a world-leading persistent high-end HPC infrastructure 

managed as a single legal entity

ïDeploy systems of the highest performance level (Tier-0)

ïEnsure a diversity of architectures to meet the needs of European 

users

ïCollaborate with vendors and ISVs on strategic HPC technologies

ïProvide support and training

é and a Mission
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The PRACE  Initiative

Å 2007 April, 16: 
Memorandum of Understanding signed 
by 14 European member states in Berlin

Å 2008: France, Germany, Spain, UK, and 
The Netherlands reconfirmed their
commitment for establishing a
European HPC Research 
Infrastructure

Å 2009: Italy became a Principal 
Partner in September

Å 2009: 6 new European 
member states have joined 
the PRACE initiative (Bulgaria 
and Czech Republic joined 
in September)

Å 20 Partners have committed 
to accede the PRACE 
Association until 
June 30.
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PRACE Status and Current Activities

Å Preparatory Phase Project ended in June 2010 after 2 ½ years

ïContracts for legal entity prepared

ï400 Mio úfunding for the next 5 years secured from France, 

Germany, Italy, Spain

ïDecisions about additional 200 Mio úfrom  The Netherlands          

and UK   expected soon

ïArchitectures for Tier-0 systems identified

ï IBM Blue Gene/P in Gauss@Jülich selected as first Tier-0 

system

Å The first Implementation Phase Project started in July 2010
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DEISA Evolution

Grand Challenge 

projects performed 

on a regular basis

Most powerful

European Supercomputers  

for most challenging projects

Top-level Europe -wide 

application enabling

Virtual Science Community 

Support

DEISA 
Six years of operation
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DEISA highly performant continental global file system

SE A1 SE B1 SE C1 SE D1 SE E1 SE B2 SE C2

Different Software Environments

DEISA Common Production Environment

Access via Internet

Dedicated 10 Gb/s network ïvia GEANT2 

single sign-on (based on X.509 óGridó certificates)

gsi-ssh -> D-ssh

Unicore, gridFTP

Different SuperComputers - Compute elements and interconnect

SC A SC B SC BSC A

Unified Access and Use of HPC Resources
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Technologies Applications

Operations

offers technology

requests development

Categories of the 
Orchestrated DEISA services
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